Empirical relationships between aftershock area dimensions and magnitude for earthquakes in the Mediterranean Sea region
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Abstract

Fault dimension estimates derived from the aftershock area extent of 36 shallow depth (\textless 31 km) earthquakes that occurred in the Mediterranean Sea region have been used in order to establish empirical relationships between length, width, area and surface-wave/moment magnitude. This dataset consists of events whose aftershock sequence was recorded by a dense local or regional network and the reported location errors did not exceed on average 3–5 km. Surface-wave magnitudes for these events were obtained from the NEIC database and/or published reports, while moment magnitudes as well as focal mechanisms were available from the Harvard/USGS catalogues. Contrary to the results of some previously published studies we found no evidence in our dataset that faulting type may have an effect on the fault dimension estimates and therefore we derived relationships for the whole of the dataset. Comparisons, by means of statistical $F$-tests, of our relationships with other previously published regional and global relationships were performed in order to check possible similarities or differences. Most such comparisons showed relatively low significance levels (\textless 95%), since the differences in source dimension estimates were large mainly for magnitudes lower than 6.5, becoming smaller with increasing magnitude. Some degree of similarity, however, could be observed between our fault length relationship and the one derived from aftershock area lengths of events in Greece, while a difference was found between our regional and global fault length relationships. A calculation of the ratio defined as the fault length, derived from our relationships, to the length estimated from regional empirical relationships involving surface ruptures showed that it can take a maximum value of about 7 for small magnitudes while it approaches unity at Ms ~ 7.2. When calculating the same ratio using instead global empirical relationships we see the maximum value not exceeding 1.8, while unity is reached at Mw ~ 7.8, indicating the existence of a strong regional variation in the fault lengths of earthquakes occurring in the Mediterranean Sea region. Also, a relationship between the logarithms of the rupture area and seismic moment is established and it is inferred that there is some variation of stress drop as a function of seismic moment. In particular, it is observed that for magnitudes...
lower than 6.6 the stress drop fluctuates around 10 bar, while for larger magnitudes the stress drop reaches a value as high as 60 bar.

**Keywords:** Aftershock area; Fault dimensions; Surface ruptures; Mediterranean; Stress drop; Seismic hazard

## 1. Introduction

Observations of surface ruptures usually accompany most large earthquakes ($M > 6.5$) and the logarithms of their corresponding dimensions (primarily length) have been found to relate linearly to earthquake magnitude (e.g. Tocher, 1954; Otsuka, 1964). This empirical relationship between source dimensions and magnitude was later justified theoretically by Kanamori and Anderson (1975) in terms of crack and dynamic dislocation models. As more surface rupture observations were accumulating and local or surface-wave magnitudes could be determined routinely for each earthquake, it was possible to model these data using standard least-squares regression methods (Mark, 1977; Bolt, 1978). Thus, the empirical relationships that were established could predict not only the fault dimensions for a given magnitude, but also the maximum magnitude based on known fault dimensions. These relationships proved extremely useful to geotechnical, seismic hazard assessment and seismotectonic applications.

The use of surface ruptures as primary data for fault dimension estimation exhibit, however, two important problems. First, field observations of ground breakage may not always express the manifestation of the seismogenic fault reaching the surface of the Earth, but rather secondary ground deformation phenomena (like superficial cracks, liquefaction, landslides, etc.). Second, surface rupture lengths usually fail to estimate the actual length of the seismogenic fault by a factor that is inversely proportional to the magnitude of the earthquake (Wells and Coppersmith, 1994). The former problem has also the effect of restricting the magnitude range of the data, since only large events with well-defined surface rupture zones could be used in the least-squares regressions. On the other hand, extrapolating such regressions for magnitudes smaller than the lower values of the data that were used to derive them, has been found to produce incorrect fault dimension estimates (Darragh and Bolt, 1987).

The advances in the field of seismic instrumentation and the installation of regional and local seismic networks in many parts of the world made possible the recording of large, but also moderate to small earthquakes ($M \leq 6$) including their aftershock sequences. This development permitted the estimation of fault dimensions, i.e. length and downdip width, from the extent of the aftershock zone and their use in the determination of more accurate regression lines that extend also to smaller magnitude intervals (e.g. Liebermann and Pomeroy, 1970). The introduction and widespread use of the moment magnitude scale (Hanks and Kanamori, 1979) rather than the surface-wave magnitude also helped to overcome problems concerning the saturation of the scale above a certain threshold, as well as the fluctuation of the magnitude value due to azimuthal distribution and epicentral distance when using data from different stations.

A comparison of these empirical relationships from many different regions around the world has showed that earthquakes with similar magnitudes seem to correspond to faults with significantly different dimensions (Acharya, 1979; Dowrick and Rhoades, 2004). Authors have suggested many reasons for this regional variation, including differences in seismic efficiency from one area to another (Acharya, 1979) or variations of the rigidity modulus value (Bonilla et al., 1984). However, a geologically plausible explanation based on the physical properties of the different fault zones around the world is yet to be proposed. Hereafter we will refer to empirical relationships derived from worldwide datasets as ‘global’, while those obtained from datasets from a specific region as ‘regional’.

This article describes the application of a statistical regression analysis to a sample of 36 earthquakes that occurred in the Mediterranean Sea region, in an effort to obtain empirical relationships of aftershock area...
dimensions (length, width, area) as a function of both surface-wave (Ms) and moment magnitude (Mw). The resulting regression lines are then compared through the use of a statistical $F$-test, not only to previously published relationships for areas around the Mediterranean, but also to global relationships. Also, a comparison is made between our regression results and those obtained using surface ruptures rather than aftershock area length (also referred to in this study as subsurface rupture length). Finally, we make an inference about the amount of stress drop in our dataset after establishing an empirical relationship between the logarithms of rupture area and seismic moment and compare our results with those reported in an earlier study by Kiratzi et al. (1985).

2. Data selection and characteristics

Studies of aftershock sequences of 36 events that occurred in regions around the Mediterranean Sea in the period 1954–2001 have been used in order to determine rupture length, width and area from the extent of their aftershock zone. The majority of these events had a hypocentral depth equal to or less than 15 km, while the depth of the deepest event did not exceed 31 km (Fig. 1). Following Wells and Coppersmith (1994) we estimate the subsurface rupture length as the length of the best-defined aftershock zone, ignoring any activity that is away from the main cluster(s) of epicentres by more than the reported horizontal location error in each case. Similarly, we estimate the width by measuring the surface extent of the epicentres in a perpendicular direction to that of the subsurface rupture length. We chose this way of width estimation instead of the down dip width for two reasons: first, vertical errors were almost always greater than the corresponding horizontal ones, making in many cases such a determination uncertain; second, in cases where the down dip width could be reliably identified it was either the same with our initial width estimate, or the difference was of the same order with the vertical location error. We consider the rupture area as simply the product of subsurface rupture length and width for each event. Tables 1 and 2 give a summary of the source parameters and corresponding references for the events used in this study. Appendix A includes a more detailed description of the available information used in length/width estimations for each event separately.

Most of the events in our dataset comply to the following criteria: (1) the recording of the aftershock sequence by a dense regional or local network with a good azimuthal coverage; for 24 events (67%) of our dataset the aftershock location was performed using data from local networks while only for 12 events (33%) this was done using regional network data, (2) reported epicentral location errors that did not exceed on average 3–5 km (with the only exception of event 2—see Appendix A). It should be noted that none of the events we selected is associated with subduction processes.

Another factor that has been taken into account when selecting the data, was the total duration of recording of the aftershock sequence, since only aftershocks occurring during the first few days after the mainshock define the true co-seismic rupture area (Kanamori and Anderson, 1975). Even though many of the aftershock sequences we have selected also conform to this factor, some of them extended to a period of more than 10 days. We chose to include these events to our analysis as well, since at least one of the following conditions was found to be true: (1) dimension estimates derived for different time periods during the aftershock sequence indicated that aftershock area expansion is not significant, (2) the estimated dimension values are similar with those derived a few days after the mainshock for another event of our dataset having the same magnitude.
For almost all the events in our dataset both the surface-wave magnitude (Ms) and the moment magnitude (Mw) are known with the exception of events 1 and 6, where only the Ms or Mw were available in each case. Event magnitudes have been compiled using as the primary source the published aftershock studies and these values were then compared to the ones given by NEIC for Ms and the Harvard/USGS

<table>
<thead>
<tr>
<th>Date</th>
<th>FT</th>
<th>H (km)</th>
<th>Ms</th>
<th>Mw</th>
<th>L (km)</th>
<th>W (km)</th>
<th>A (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1954/09/09</td>
<td>T</td>
<td>–</td>
<td>6.5</td>
<td>–</td>
<td>30</td>
<td>10</td>
<td>300</td>
</tr>
<tr>
<td>1968/02/19</td>
<td>S</td>
<td>9</td>
<td>7.2</td>
<td>7.0</td>
<td>95</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1976/05/06</td>
<td>T</td>
<td>–</td>
<td>6.5</td>
<td>6.5</td>
<td>25</td>
<td>15</td>
<td>375</td>
</tr>
<tr>
<td>1978/06/20</td>
<td>N</td>
<td>8</td>
<td>6.4</td>
<td>6.3</td>
<td>28</td>
<td>14</td>
<td>392</td>
</tr>
<tr>
<td>1979/04/15</td>
<td>S</td>
<td>15</td>
<td>6.9</td>
<td>7.0</td>
<td>83</td>
<td>23</td>
<td>1909</td>
</tr>
<tr>
<td>1980/02/29</td>
<td>O</td>
<td>–</td>
<td>–</td>
<td>5.2</td>
<td>6</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>1980/07/09</td>
<td>N</td>
<td>17</td>
<td>6.3</td>
<td>6.6</td>
<td>40</td>
<td>13</td>
<td>520</td>
</tr>
<tr>
<td>1980/10/10</td>
<td>T</td>
<td>12</td>
<td>7.2</td>
<td>7.1</td>
<td>90</td>
<td>25</td>
<td>2250</td>
</tr>
<tr>
<td>1980/11/23</td>
<td>N</td>
<td>6</td>
<td>6.8</td>
<td>6.9</td>
<td>50</td>
<td>14</td>
<td>700</td>
</tr>
<tr>
<td>1981/02/24</td>
<td>N</td>
<td>16</td>
<td>6.6</td>
<td>6.6</td>
<td>32</td>
<td>15</td>
<td>480</td>
</tr>
<tr>
<td>1981/12/19</td>
<td>S</td>
<td>14</td>
<td>7.2</td>
<td>6.9</td>
<td>90</td>
<td>30</td>
<td>2700</td>
</tr>
<tr>
<td>1982/01/18</td>
<td>N</td>
<td>15</td>
<td>6.9</td>
<td>6.6</td>
<td>60</td>
<td>30</td>
<td>1800</td>
</tr>
<tr>
<td>1983/01/17</td>
<td>S</td>
<td>6</td>
<td>7.0</td>
<td>6.9</td>
<td>55</td>
<td>30</td>
<td>1650</td>
</tr>
<tr>
<td>1983/08/06</td>
<td>S</td>
<td>15</td>
<td>6.9</td>
<td>6.7</td>
<td>51</td>
<td>25</td>
<td>1275</td>
</tr>
<tr>
<td>1984/04/29</td>
<td>N</td>
<td>7</td>
<td>5.2</td>
<td>5.7</td>
<td>18</td>
<td>7</td>
<td>126</td>
</tr>
<tr>
<td>1985/10/27</td>
<td>S</td>
<td>30</td>
<td>5.9</td>
<td>5.8</td>
<td>25</td>
<td>11</td>
<td>275</td>
</tr>
<tr>
<td>1986/09/13</td>
<td>N</td>
<td>16</td>
<td>5.8</td>
<td>6.0</td>
<td>15</td>
<td>10</td>
<td>150</td>
</tr>
<tr>
<td>1988/10/16</td>
<td>S</td>
<td>17</td>
<td>5.8</td>
<td>5.9</td>
<td>17</td>
<td>9</td>
<td>153</td>
</tr>
<tr>
<td>1988/12/07</td>
<td>T</td>
<td>7</td>
<td>6.7</td>
<td>6.8</td>
<td>46</td>
<td>12</td>
<td>552</td>
</tr>
<tr>
<td>1990/05/05</td>
<td>S</td>
<td>2</td>
<td>5.6</td>
<td>5.8</td>
<td>20</td>
<td>8</td>
<td>160</td>
</tr>
<tr>
<td>1992/03/13</td>
<td>S</td>
<td>26</td>
<td>6.8</td>
<td>6.7</td>
<td>30</td>
<td>8</td>
<td>240</td>
</tr>
<tr>
<td>1992/10/12</td>
<td>N</td>
<td>23</td>
<td>5.4</td>
<td>5.8</td>
<td>25</td>
<td>12</td>
<td>300</td>
</tr>
<tr>
<td>1992/11/18</td>
<td>N</td>
<td>11</td>
<td>5.7</td>
<td>5.9</td>
<td>25</td>
<td>15</td>
<td>375</td>
</tr>
<tr>
<td>1993/07/14</td>
<td>O</td>
<td>19</td>
<td>5.4</td>
<td>5.6</td>
<td>14</td>
<td>7</td>
<td>98</td>
</tr>
<tr>
<td>1994/05/26</td>
<td>S</td>
<td>4</td>
<td>5.9</td>
<td>6.0</td>
<td>30</td>
<td>10</td>
<td>300</td>
</tr>
<tr>
<td>1995/05/13</td>
<td>N</td>
<td>13</td>
<td>6.6</td>
<td>6.6</td>
<td>35</td>
<td>14</td>
<td>490</td>
</tr>
<tr>
<td>1997/05/15</td>
<td>N</td>
<td>27</td>
<td>6.4</td>
<td>6.5</td>
<td>27</td>
<td>11</td>
<td>297</td>
</tr>
<tr>
<td>1997/10/01</td>
<td>N</td>
<td>31</td>
<td>6.1</td>
<td>6.4</td>
<td>35</td>
<td>20</td>
<td>700</td>
</tr>
<tr>
<td>1999/11/22</td>
<td>S</td>
<td>13</td>
<td>7.1</td>
<td>7.2</td>
<td>70</td>
<td>23</td>
<td>1610</td>
</tr>
<tr>
<td>1996/04/03</td>
<td>N</td>
<td>14</td>
<td>4.7</td>
<td>5.1</td>
<td>9</td>
<td>3</td>
<td>27</td>
</tr>
<tr>
<td>1997/09/26</td>
<td>N</td>
<td>7</td>
<td>6.0</td>
<td>6.0</td>
<td>25</td>
<td>11</td>
<td>275</td>
</tr>
<tr>
<td>1998/06/27</td>
<td>S</td>
<td>16</td>
<td>6.2</td>
<td>6.3</td>
<td>32</td>
<td>8</td>
<td>256</td>
</tr>
<tr>
<td>1999/08/17</td>
<td>S</td>
<td>17</td>
<td>7.8</td>
<td>7.6</td>
<td>155</td>
<td>20</td>
<td>3100</td>
</tr>
<tr>
<td>1999/09/07</td>
<td>N</td>
<td>9</td>
<td>5.8</td>
<td>6.0</td>
<td>25</td>
<td>14</td>
<td>350</td>
</tr>
<tr>
<td>1999/11/12</td>
<td>S</td>
<td>10</td>
<td>7.5</td>
<td>7.2</td>
<td>65</td>
<td>22</td>
<td>1430</td>
</tr>
<tr>
<td>2001/07/26</td>
<td>S</td>
<td>19</td>
<td>6.5</td>
<td>6.4</td>
<td>27</td>
<td>14</td>
<td>378</td>
</tr>
</tbody>
</table>

Column FT represents the faulting type (S: Strike-slip, N: Normal, T: Thrust, O: Oblique-slip), while column H represents hypocentral depth estimates taken from Engdahl et al. (1998) (events 1, 3, 6 did not have a well-constrained depth).

References highlighted with an asterisk indicate focal mechanism/moment tensor studies.
catalogues for Mw. In only one case (event 2) the moment magnitude was calculated from the scalar moment $M_0$ value obtained after waveform inversion of teleseismic data by Taymaz et al. (1991), using the equation of Hanks and Kanamori (1979)

$$M_w = \frac{2}{3}\log M_0 - 10.7$$  \hspace{1cm} (1)

As it was expected the differences between the published and catalogue-based values of moment magnitude for all the events in our dataset never exceeded 0.1 units. This was also true for most of the surface-wave magnitudes, even though there were two cases where significant differences were found and we briefly summarise them below:

- For event 8, Dewey (1990) gives a range of estimated Ms values from different stations between 7.3 and 7.7, but adopts Ms=7.3. The same value is adopted by Meghraoui et al. (1988) while NEIC reports Ms=7.2 for this event. In our regression we preferred to use the NEIC magnitude value that is also not significantly different from the one the authors finally adopted.

- For event 13, Scordilis et al. (1985) give an Ms range of 6.6–7.2 while NEIC gives Ms=7.0. In our regression we chose to use a mean value of 6.9 which is also close to the NEIC estimate.

In order to check for a possible saturation of the surface-wave magnitude scale, we plotted the Mw against Ms for the 34 events that both magnitude values were available (Fig. 2). The resulting diagram shows no signs of a saturation and also indicates that the two magnitude estimates are to a good approximation equal. This is consistent with previous studies that report that surface-wave magnitude saturation is not significant for Ms<8 (Kanamori, 1977; Howell, 1981) and also the results of Kanamori (1983) that suggest that Ms and Mw are approximately equal for the range 5.0≤Ms≤7.5. We find that the standard deviation of the difference between each pair of Ms and Mw values in our data is 0.20, only slightly higher than the one that Wells and Coppersmith (1994) calculated for their global dataset (~0.19). The equation that relates the two magnitude scales for our data was found to be after the regression,

$$M_w = 0.76(\pm0.03)Ms + 1.53(\pm0.19), \hspace{1cm} r = 0.97.$$  \hspace{1cm} (2)

This relationship gives similar values of Mw with the relationship suggested by Papazachos et al. (1997) for earthquakes in the Aegean Sea region, which is

$$M_w = 0.56Ms + 2.66, \hspace{1cm} 4.2\leq Ms\leq 6.0$$  \hspace{1cm} (3)

with the standard deviation of the difference between the two estimates being 0.1.

Focal mechanisms are available for all of the earthquakes in our dataset and they are either derived from a particular study (for events occurring before 1977), or obtained from the Harvard/USGS catalogues for events after 1977 (see also Table 1). In cases where both kinds of focal mechanisms were available, a comparison was made in order to check the consistency of the individual solutions. The faulting type for the events of our dataset was normal faulting for 14 events (39%), thrust faulting for 4 events (11%), strike-slip faulting for 16 events (44%) and oblique-slip faulting for only 2 events (6%).

There seems to be no agreement among authors as to whether the faulting type of an earthquake has a significant effect on its source dimensions or not. Even though Wells and Coppersmith (1994) produced different empirical relationships as a function of faulting type, they concluded that these were not statistically different at a 95% confidence level. In a more recent study Dowrick and Rhoades (2004) reached to the same conclusion for their New Zealand regional dataset as well. On the contrary, Bonilla et al. (1984) and Vakov (1996) observed a significant
difference in the relationships they derived for different faulting types using global data. We investigated the possibility that the source dimensions of our data may depend on slip motion by plotting log \( L \) against log \( W \) and also by plotting log \( L \)–Ms/Mw for all events belonging to the three different faulting groups (Fig. 3). An inspection of the diagrams shows no significant differentiation of source dimensions due to slip motion and therefore we did not opt for separate regressions based on the faulting type of the data.

3. Regression analysis

The general relationship that we have used in all regressions that involved fault dimensions and magnitude, is the one that connects the logarithm of length, width, area with Ms or Mw:

\[
\log(L, W, A) = a + b(Ms, Mw)
\]

We evaluated the regression coefficients \( a \) and \( b \) using two different approaches: (1) the straightforward application of the maximum likelihood least-squares method to our dataset (Press et al., 1992), (2) the production of 5000 'pseudosynthetic' datasets generated using the bootstrap method (Efron and Tibshirani, 1993) where for each one of them the regression coefficients were calculated and their average value was taken as the final estimate of \( a \) and \( b \) (while the standard deviation serves as an estimate of the uncertainty).

Both approaches gave the same estimates for the values of the regression coefficients and for their corresponding uncertainties (Table 3). Fig. 4 shows the diagrams of the logarithm of length/width/area versus Ms/Mw and the resulting best-fitting lines. These results indicate that the length/area versus magnitude data appear to have the highest correlation.

<table>
<thead>
<tr>
<th>Relationship</th>
<th>( a )</th>
<th>( \delta a )</th>
<th>( b )</th>
<th>( \delta b )</th>
<th>( r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L )</td>
<td>-0.69</td>
<td>0.18</td>
<td>0.35</td>
<td>0.02</td>
<td>0.90</td>
</tr>
<tr>
<td>( W )</td>
<td>-1.49</td>
<td>0.21</td>
<td>0.47</td>
<td>0.03</td>
<td>0.92</td>
</tr>
<tr>
<td>( A )</td>
<td>-0.48</td>
<td>0.21</td>
<td>0.25</td>
<td>0.03</td>
<td>0.79</td>
</tr>
<tr>
<td>( W )</td>
<td>-1.07</td>
<td>0.27</td>
<td>0.34</td>
<td>0.04</td>
<td>0.80</td>
</tr>
<tr>
<td>( A )</td>
<td>-1.17</td>
<td>0.34</td>
<td>0.60</td>
<td>0.05</td>
<td>0.89</td>
</tr>
<tr>
<td>( A )</td>
<td>-2.57</td>
<td>0.43</td>
<td>0.81</td>
<td>0.06</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 3
Summary of the values obtained in this study for the regression lines coefficients \( a \) and \( b \), linear correlation coefficients \( r \) and the corresponding uncertainties \( \delta(a, b) \) for Subsurface Rupture Length (SbRL), Subsurface Rupture Width (SbRW) and Rupture Area (RA). All linear correlation coefficients were found to be significant at a 99% confidence level.
coefficients in comparison with the width. Also, the uncertainties appear to be insignificant for the $b$ and small for the $a$ coefficients.

4. Comparison with previous studies

4.1. Subsurface rupture length, width and area

Several authors have proposed different empirical relationships connecting fault dimensions, derived either from surface ruptures or aftershock areas, with earthquake magnitudes (Ms or Mw) for Greece and the surrounding regions. On the other hand, Wells and Coppersmith (1994) compiled a large dataset consisting of 244 earthquakes from around the world, along with reliable estimates of their source dimensions and moment magnitudes. They developed a series of empirical relationships for fault length, width, area, maximum and average displacement for the whole of their dataset but also separately for each faulting-type group (normal, thrust, strike-slip). As stated earlier, their results indicated that there is no significant difference between the relationships derived for

![Fig. 4. Diagrams of the logarithm of subsurface rupture length/width/area versus surface-wave and moment magnitude. Solid lines indicate the least-squares fit to the data, while dashed lines indicate the 95% confidence limits for our regression.](image)
individual faulting-types and those derived for the whole dataset, thus we use in our comparison only the latter ones. Table 4 gives a list of the published empirical relationships that we refer to in this paper.

The significance of the differences between the relationships we derived and those suggested by other authors was tested using a statistical $F$-test. The null hypothesis employed by this test is that the variances of the two distributions are equal, therefore it is expected that they should have originated from the same model. The ratio $F$ of the variances is then calculated along with the probability that indicates how significantly this value diverges from the null hypothesis. Based on this probability we can either accept or reject the null hypothesis that the two distributions are similar. We chose not to perform an additional $t$-test that is used to check two distributions for significantly different mean values because such a test would depend on the $a$ regression coefficients that exhibit a much larger error when compared to the $b$ coefficients (by a factor 6.7–9, see Table 3).

We performed the $F$-test by using the predicted values of log $L$; log $W$; log $A$ yielded by each empirical relationship for our dataset and created pairs of distributions for comparison. In Table 5 we present the $F$-test results for all the relationships given in Table 4, except from the last three that involve surface rupture length and are being discussed in the next section. Figs. 5, 6 and 7 give a graphical representation of the different empirical relationships derived from regional (Kiratzi et al., 1985; Papazachos and Papazachou, 1997; Drakatos and Latousakis, 2001) or global (Wells and Coppersmith, 1994) datasets compared to the results of this study. Because of their individual characteristics, we discuss separately the results of the $F$-test for each of the proposed relationships. It should be noted that the data overlap between our study and the regional studies mentioned previously did not exceed 25%.

- Kiratzi et al. (1985). The $F$-test indicates a difference with our log $L$–Ms relationship at a very

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Summary of log ($L$, $W$, $A$)$\text{--}$M empirical relationships referred to in this study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relationship</td>
<td>Region</td>
</tr>
<tr>
<td>$SbRL$</td>
<td></td>
</tr>
<tr>
<td>$\log L = -2.55 + 0.61$Ms</td>
<td>Greece</td>
</tr>
<tr>
<td>$\log L = -1.85 + 0.51$Mw</td>
<td>Greece</td>
</tr>
<tr>
<td>$\log L = -2.44 + 0.59$Mw</td>
<td>Global</td>
</tr>
<tr>
<td>$\log L = -0.79 + 0.35$Ms</td>
<td>Greece</td>
</tr>
<tr>
<td>$SbRW$</td>
<td></td>
</tr>
<tr>
<td>$\log W = -0.13 + 0.19$Mw</td>
<td>Greece</td>
</tr>
<tr>
<td>$\log W = -1.01 + 0.32$Mw</td>
<td>Global</td>
</tr>
<tr>
<td>$SRL$</td>
<td></td>
</tr>
<tr>
<td>$\log l = -3.22 + 0.69$Mw</td>
<td>Global</td>
</tr>
<tr>
<td>$\log l = -4.09 + 0.82$Ms</td>
<td>Middle–East Aegean area</td>
</tr>
<tr>
<td>$\log l = -3.93 + 0.78$Ms</td>
<td></td>
</tr>
<tr>
<td>$RA$</td>
<td></td>
</tr>
<tr>
<td>$\log A = -2.73 + 0.81$Ms</td>
<td>Greece</td>
</tr>
<tr>
<td>$\log A = -3.49 + 0.91$Mw</td>
<td>Global</td>
</tr>
</tbody>
</table>

$I$ represents rupture length determined using estimates from surface ruptures. The asterisk indicates studies where both types of data have been used (aftershock extent and surface ruptures). Header notation follows that of Table 3.
significant level (>99%), therefore rejecting the null hypothesis. An inspection of the plot comparing our relationship with the one suggested by Kiratzi et al. (1985) shows large differences in the predicted values of log $L$ for magnitudes lower than Ms ~6.5 (Fig. 5a). We also obtained a similar, but less statistically significant result (>86%) for the log $A$–Ms relationships, again observing larger differences in predicted rupture area values for events with magnitudes lower than 6.5 (Fig. 7a).

- Drakatos and Latousakis (2001). Here the $F$-test shows no difference between this relationship and ours at a significance level of 82%. It should be noted that the authors used as data in their regression, 44 rupture length estimates obtained from a catalogue of aftershock sequences in Greece for the period 1971–1997, compiled by the Geodynamics Institute of the National Observatory of Athens. Their initial empirical relationship involved local magnitude ($M_L$), which was converted to Ms using the equation Ms=$M_L$+0.5 (Papazachos et al., 1997). It appears from Fig. 5a that our log $L$–Ms relationship predicts larger length values, by a factor of 1.25 (independent of magnitude since the two lines are parallel).

- Papazachos and Papazachou (1997). The results of the statistical test show for our log $L$–Ms relationship that the null hypothesis is not rejected, however, the significance for this is rather low (>70%). A comparison of the two lines in Fig. 5b

Fig. 5. (a) Comparison of log $L$–Ms empirical relationships, suggested by other authors, with the results of this study. Relationships are plotted inside their common validity magnitude range, (b) the same for log $L$–Mw relationships.

Fig. 6. Same as in Fig. 5 for log $W$–Mw empirical relationships.

Fig. 7. Same as in Fig. 5 for (a) log $A$–Ms, (b) log $A$–Mw relationships.
indicates that as in the case of Kiratzi et al. (1985), the two relationships seem to predict quite different values of length for earthquakes with Mw < 6.5. On the contrary, we can reject the null hypothesis of a similarity between the fault width relationships at a high significance level (>99%).

- Wells and Coppersmith (1994). The F-test shows a difference between our log L–Mw relationship and that derived from global data, at a level of significance higher than 80%. As in the previous cases this difference seems to become larger for smaller earthquakes as shown in Fig. 5b. On the contrary, the log W–Mw relationships seem to yield practically the same values as indicated by the F-test, at a significance level greater than 80%. The log A–Mw relationships appear to show a similar trend to the rupture length with decreasing differences as magnitude increases (Fig. 7b). The F-test rejects the null hypothesis that these rupture area values come from the same distribution, at a very low significance level (~53%), however.

4.2. Surface rupture length

We did not try to make any comparison, by means of an F-test, between our relationships and those derived from surface ruptures since (1) they represent two different approaches in the determination of fault length, namely the geological and the seismological one, (2) for a range of magnitude values they yield quite different results. Instead we tried to quantify this difference by considering the variation of the ratio of the fault length derived from aftershock area extent (L) and that derived from surface ruptures (l) as a function of magnitude. This ratio can be easily deduced from the corresponding log l–Ms relationships suggested for Greece and the surrounding regions (Table 4) and the log L–Ms relationship obtained in this study (Table 3) and is

\[
\frac{L}{l} = 2511.8 \times 10^{-0.47 \text{Ms}},
\]

\[
\frac{L}{l} = 1737.8 \times 10^{-0.43 \text{Ms}}
\]

where the left-hand side equation gives this ratio for the Ambraseys and Jackson (1998) relationship, while the right-hand side for the one suggested by Pavlides and Caputo (2004). We also estimated in the same way this ratio using the expressions of log L and log l published by Wells and Coppersmith (1994) for global data and obtained

\[
\frac{L}{l} = 6.0 \times 10^{-0.1 \text{Mw}}.
\]

Fig. 8 shows the graphical representation of all these equations and reveals two main differences between these length ratio types. First, the ‘regional’ ratio values for magnitudes smaller than 6.5 appear to be several times larger than that of the ‘global’ one. Second, the value of 1 which implies same estimates of aftershock zone and surface rupture length, is reached at different magnitude values for the regional (Ms ~7.2 for the Ambraseys and Jackson equation, while for Pavlides and Caputo unity is not reached inside the valid magnitude range) and global ratio (Mw ~ 7.7–7.8).

One explanation for this result may be the larger number of earthquakes with Mw > 7.2 existing in the

![Figure 8](image-url)
Wells and Coppersmith dataset, that have long surface rupture lengths and therefore may create a bias towards larger values of \( l \). In order to check this possibility, we excluded from their original dataset all events with \( M_w > 7.2 \) and recalculated the regression lines for \( l \), but also \( L \) for consistency, thus obtaining

\[
\log L = -2.19 + 0.54M_w, \\
\log l = -2.95 + 0.64M_w
\]

The new equation describing the variation of the length ratio as a function of \( M_w \) is \( L/l = 5.75 \times 10^{-0.1M_w} \), which is almost the same with the one presented earlier. Therefore, it appears that this difference in surface and subsurface length estimates between regional and global data is not an artifact and implies that surface rupture lengths for earthquakes with \( M_w < 6.5 \) in the Mediterranean Sea region are much smaller than the global average.

5. Rupture area, seismic moment and stress drop

In this section we try to establish a relationship between rupture area and seismic moment for our dataset and compare our results with those of Kiratzi et al. (1985), in an effort to infer the level of stress drop for events occurring in the Mediterranean Sea region. We decided to use in our regression the values of seismic moment reported by Harvard, for the following reasons: first, the Harvard database is the most complete of the existing worldwide moment tensor catalogues, spanning a period from 1976 until now, covering most of the occurrence period of the events under study; second, for each moment tensor solution it provides error assessment measurements that can be used to select only the well-constrained solutions.

Frohlich and Davis (1999) examined under what conditions would a moment tensor solution, reported by different agencies and institutes, be considered as well-constrained. The authors concluded that for the Harvard catalogue three such conditions should be fulfilled: (1) a quantity termed ‘relative error’ \( (E_{\text{rel}}) \) and defined as (Frohlich and Davis, 1999; Eq. 13 in Kagan, 2003)

\[
E_{\text{rel}} = \sqrt{\frac{\sum E_{ij}^2}{\sum M_{ij}^2}}
\]

(where \( M_{ij} \) and \( E_{ij} \) are the moment tensor components and their corresponding errors) should be smaller than 0.15; (2) the measure of the strength of the non-double-couple component given by the dimensionless parameter \( \epsilon \)

\[
\epsilon = \frac{-\lambda_2}{\max(|\lambda_1|, |\lambda_3|)}
\]

(9)

(where \( \lambda_1, \lambda_2, \lambda_3 \) are the diagonal elements of the moment tensor in the principal axis coordinate system, ordered such that \( \lambda_1 \geq \lambda_2 \geq \lambda_3 \) ) should have a value less than 0.20; (3) all six elements of the deviatoric moment tensor should be free parameters in the inversion. Obviously, conditions (1) and (3) are the most important in our case, since we are interested only in the norm (scalar seismic moment) of the moment tensor solution.

We applied these criteria to the 33 events that a corresponding moment tensor entry existed in the Harvard catalogue (events 1 and 2 occurred before 1976 and event 30 was too small to have a teleseismic solution) and found that 26 (78%) of them fulfilled these conditions. Using these values of seismic moment and the rupture area given in Table 1 we found the following relationship after the regression

\[
\log A = 0.43(\pm 0.06)\log M_0 - 8.46(\pm 1.58), \\
r = 0.82
\]

(10)

which is valid for seismic moments between \( 5 \times 10^{24} - 5 \times 10^{27} \) dyn cm (Fig. 9a).

Fig. 9b compares the above relationship with the one suggested by Kiratzi et al. (1985) for earthquakes in Greece and also includes the \( \log A - \log M_0 \) lines corresponding to circular faults assuming constant values of stress drop each time. It is evident that while the relationship of Kiratzi et al. (1985) predicts a constant stress drop equal to 10 bar, our relationship implies that it may actually vary as a function of seismic moment. For small to moderate earthquakes \( (M_0 < 10^{26} \text{ dyn cm or } M_w < 6.6) \) the stress drop appears to fluctuate around the value of 10 bar, but for larger events it tends to increase to values up to 60 bar. This result seems to agree with calculated values of stress drop, e.g. 70 bar for event 35 of our dataset (Umutlu et al., 2004). However, due to the inherent uncertainties involved in the calculation of stress drop, such comparisons may be valid only for the purpose...
6. Concluding remarks

Based on the characteristics of our dataset, the regression results and their comparison with empirical relationships suggested by other authors we can summarize the conclusions of this study as follows:

1. Contrary to some previously published studies we did not find any evidence that the faulting type of an event may have an influence on its estimated fault dimensions. This result confirms similar findings by Wells and Coppersmith (1994) for their global dataset, or by Dowrick and Rhoades (2004) for their New Zealand regional dataset.

2. Subsurface rupture lengths versus moment/surface magnitude show the best linear correlation (0.92–0.90) followed by the rupture area (0.89–0.90). The width shows lower linear correlation values for both types of magnitudes (0.79–0.80) and one possible reason for this may be the location errors of the aftershock sequence events that may have led to an over- or underestimation of the true aftershock area width.

3. In general, the differences given by the F-test, between the relationships presented in this paper and those suggested previously, do not exhibit very high significance (~95%). This is mainly due to the fact that for magnitudes larger than approximately 6.5 all of them tend to yield similar values of source dimensions, while the differences appear in smaller magnitudes. However, we can clearly observe some degree of similarity between our log $L$–Ms relationship and that of Drakatos and Latousakis (2001) or difference for the corresponding log $L$–Mw relationship of Wells and Coppersmith (1994). This difference between regional and global relationships can be interpreted as the result of regionally variable source dimensions. Such an interpretation is supported by the observation of Papadopoulos et al. (2003) that the predicted subsurface rupture length yielded by the Wells and Coppersmith relationship (19 km) was too small compared to the observed aftershock area length (~35 km) of the 14 August 2003, Mw = 6.2 Lefkada earthquake in Western Greece.

4. Regional empirical relationships for Greece and the Middle East seem to predict that the length of the aftershock area will be approximately equal to the surface rupture length of the fault for an earthquake of Ms ~7.2, while for magnitudes smaller than 6.5 the former length is several times larger than the latter. This is completely different from what is predicted by the global relationships of Wells and Coppersmith (1994), where the ratio of the two length estimates approach unity at Mw ~7.7–7.8 and for magnitudes smaller than 6.5 the aftershock area length is at maximum 1.8 times larger than the surface rupture length. This may be an overlooked sign of regional variation of fault dimensions when compared to a global average.

Fig. 9. (a) Diagram of the logarithm of rupture area $A$, shown in Table 1 versus the logarithm of seismic moment $M_0$ for the 26 selected events from our dataset (see text for more details). Solid line indicates the least-squares fit to the data. (b) Comparison of log $A$–log $M_0$ relationships suggested by Kiratzi et al. (1985) (black triangles) and this study (gray squares) plotted inside their individual validity magnitude range. Dashed lines represent the log $A$–log $M_0$ relationship for circular faults assuming a constant stress drop value each time.
5. Based on the log $A$–log $M_0$ relationship we established for our dataset, it can be shown that for earthquakes smaller than $M_{w} \sim 6.6$ the stress drop appears to obtain a value around 10 bar in agreement with the result of Kiratzi et al. (1985). For larger events a trend of increasing stress drop is predicted, even though it is difficult to infer absolute values. From the seismic hazard point of view the conclusion of Kiratzi et al. (1985) that large earthquakes in Greece seem to cause only limited casualties and damage due to their low stress drop, remains valid. However, our results combined with knowledge of the seismotectonics of the Greek region indicate that this may be so only because events with $M_{w}$ higher than 6.6 occur rarely in Greece.
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Appendix A

This appendix gives a summary of the information available for each of the 36 aftershock sequences that were used for the derivation of the empirical relationships presented in this paper.

A.1. 1954/09/09 Algeria (no. 1 in Tables 1, 2)

The main core of information comes from Dewey (1990) who relocated the aftershocks that occurred during the first 24 h of the sequence, using teleseismic travel times and the Joint Hypocentre Determination (JHD) method. The author reported the accuracy of the relocation to be better than 3 km horizontally and also estimated the downdip depth extent of the aftershock zone to be around 7–10 km.

A.2. 1968/02/19 N. Aegean Sea (no. 2)

Drakopoulos and Economides (1972) located the largest aftershocks of the sequence using as data phases from stations in Greece and neighbouring countries, however their estimated horizontal error was of the order of 22 km. Even though this precluded the use of this event for any calculation of fault width (and fault area), it was still possible to make an estimation of the subsurface fault length by jointly considering their location results and what is known about the seismotectonics of this area. The epicentres in the south part of the aftershock zone (near the island of Skyros) were discarded, since according to Papadopoulos et al. (2002) at that area the main faulting trend is perpendicular (NW–SE) to that of the North Anatolian Fault branch (NE–SW) in which this earthquake originated. Therefore these events are either mislocated or belong to a different fault system that was triggered by the earthquake under study. Also, the epicentres to the north of the aftershock zone around the island of Lemnos appear quite scattered and were also discarded. This leaves the central part of the located aftershock zone that has a length of 95 km.

A.3. 1976/05/06 Friuli, Italy (no. 3)

Cipar (1980) used the ISC locations of the largest aftershocks recorded during the first 24 h and defined a zone with dimensions $L=30$ km, $W=18$ km. He also used synthetic seismograms and included the effect of source finiteness in order to find that the fault length for this event should be in the range of 16–24 km. Aoudia et al. (2000) relocated these largest aftershocks using the JHD method and found that the dimensions of the aftershock area are $L=25$ km, $W=15$ km with a downdip depth extent of 14 km, in reasonable agreement with the previous author.

A.4. 1978/06/20 N. Greece (no. 4)

The earthquake caused significant damage to the nearby city of Thessaloniki and therefore its aftershock sequence was closely monitored and studied. Soufleris et al. (1982) used data recorded by a
temporary local network to locate the aftershocks from 20 July until 31 August. They reported location uncertainties (both horizontally and vertically) of less than 2 km and their results defined an aftershock zone with dimensions $L=28$ km, $W=14$ km. Carver and Bollinger (1981) used their dataset to infer the space–time distribution of the aftershock sequence and concluded that the downdip depth extent should be around 12–14 km. Taking a different approach Kulhánek and Meyer (1981) analysed the spectra of teleseismic waveforms and estimated the fault length to be 32 km, close to the value yielded by the aftershock zone distribution.

A.5. 1979/04/15 Montenegro (no. 5)

Using data from a regional network, Console and Favali (1981) located the aftershocks of this event for the period 15 April until 6 May. They estimated the accuracy of their locations to be better than 5 km horizontally and 10 km vertically, while the source dimensions based on their results is $L=87$ km, $W=25$ km. Karakaisis et al. (1984) also used travel times from regional networks around Montenegro in order to locate the aftershock sequence for the period 15 April to 30 May. Their horizontal errors are of the order of 2 km and the dimensions of the resulting aftershock zone is $L=83$ km, $W=23$ km.

A.6. 1980/02/29 S. France (no. 6)

The event and its aftershock sequence was recorded by a dense local network for the period from 29 February until 9 March. Reported horizontal errors were smaller than 1 km, while the vertical ones were of the order of 3 km. Gagnepain-Beyneix et al. (1982) estimate a downdip depth extent of the aftershocks to be around 5 km.

A.7. 1980/07/09 Volos, Greece (no. 7)

Papazachos et al. (1983) used travel times of data recorded at stations in Greece and neighbouring countries in order to locate the aftershock activity for the period from 9 July until 17 August. Their reported location accuracy was 2 km horizontally and 3 km vertically.

A.8. 1980/10/10 Algeria (no. 8)

Again our main source of information is Dewey (1990) following the same method and having the same error estimates as for event 1, described above.

A.9. 1980/11/23 Irpinia, Italy (no. 9)

Many different authors have studied the aftershock sequence of this large event and different source dimension estimates were available. Scarpa and Slejko (1982) used data from a dense local network and located aftershocks for a long period of time (23 November–30 April 1981), however they do not specify any error assessment and their dimension estimates are $L=57$ km, $W=14$ km. On the other hand, Deschamps and King (1983) used data from a local network and located aftershocks for a much shorter period (30 November until 3 December). They estimate the location errors to be smaller than 2 km horizontally and about 3 km vertically, while the source dimensions based on their results are $L=50$ km, $W=14$ km. Amato and Selvaggi (1993) relocated most of the aftershocks using a 3D tomographic model (thus having a better accuracy than the authors cited previously) and the estimated dimensions of the aftershock zone are the same with the ones given by Deschamps and King (1983). Based on their results the estimated downdip extent of the aftershock area is around 14 km.

A.10. 1981/02/24 C. Greece (no. 10)

This earthquake occurred near the capital of Greece, Athens and its aftershock sequence and source properties were extensively studied. The event was almost immediately followed by a strong aftershock occurring near the epicentral area of the mainshock, but also triggered a large event in a nearby fault zone some days afterwards. This created confusion as to the real extent of the aftershock zone of the mainshock. King et al. (1985) used data from a temporary network and located aftershocks occurring from 4 March until 10 April, reporting horizontal and vertical errors of 2 and 4 km, respectively. The authors consider the whole of the aftershock zone
including the triggered event and its aftershocks, thus obtaining source dimensions of $L=60$ km, $W=20$ km. On the contrary, Papazachos et al. (1984a) used regional data from Greece and neighbouring countries and located the largest aftershocks reporting similar error estimates with King et al. (1985), however separating the aftershock zones of the mainshock and that of the triggered event. This allowed the estimation of more reasonable dimensions for an event of this magnitude with $L=32$ km, $W=15$ km. These values are also in agreement with the extent of the aftershock zone formed by the ISC located aftershocks during the first 24 h of the activity (Kim et al., 1984).

A.11. 1981/12/19 C. Aegean Sea (no. 11)

Papazachos et al. (1984b) used regional data to locate the largest aftershocks for the period between 19 December and 17 January 1982. Reported errors did not exceed 3 km horizontally and 7 km vertically.

A.12. 1982/01/18 N. Aegean Sea (no. 12)

Similar with event 11, for the period from 18 January to 21 February.

A.13. 1983/01/17 W. Greece (no. 13)

Scordilis et al. (1985) used regional data to locate the largest aftershocks reporting horizontal and vertical location errors smaller than 6 km.

A.14. 1983/08/06 N. Aegean Sea (no. 14)

Rocca et al. (1985) used regional data to locate the largest aftershocks for the period between 6 August and 23 August. Reported errors did not exceed 2.5 km both horizontally and vertically.

A.15. 1984/04/29 Perugia, Italy (no. 15)

Data from a local network were used in order to locate the whole of the aftershock sequence for the period 6–10 May. Reported errors were of the order of 0.5 km horizontally and 1 km vertically. The downdip depth extent of the aftershock zone was estimated to be 6 km.

A.16. 1985/10/27 Algeria (no. 16)

Bounif and Dorbath (1998) used data from a local network and a 3D tomographic velocity model to locate the aftershock sequence of this event for the period from 30 October until 23 November. Reported errors were smaller than 1.5 km horizontally and 3 km vertically, while the downdip depth extent was estimated to be 7 km.

A.17. 1986/09/13 S. Greece (no. 17)

Two studies are available for extracting information about the aftershock sequence of this event, namely that of Papazachos et al. (1988) and Lyon-Caen et al. (1988). The first study uses regional and local data for a small period of time (13–19 September) and locates the largest aftershocks with reported errors of 2 km both horizontally and vertically. The second study uses only local data for a period of time between 18 and 27 September locating even smaller aftershocks with an accuracy of 0.6 km horizontally and 1.2 km vertically. It is interesting to note that both studies define an aftershock zone with almost the same dimensions ($L=15$ km, $W=10–11$ km) and a downdip depth extent of 8 km.

A.18. 1988/10/16 W. Greece (no. 18)

Karakostas et al. (1993) used data from a local network in order to locate aftershocks of this moderate event during the period 25–28 October. Reported errors were smaller than 3 km horizontally and around 4 km vertically, while the downdip depth extent was estimated to be 13 km.

A.19. 1988/12/07 Armenia (no. 19)

Balassanian et al. (1995) present a map of the aftershock sequence for the period between 23 December until 4 January 1989, based on the data of a US team that monitored the aftershock activity, without mentioning however, any location error assessment. The source dimensions for that zone were estimated to be $L=46$ km, $W=12$ km. Dorbath et al. (1992) presents a detailed analysis of the aftershock sequence of this event using local data for different time periods, reporting location errors of 0.5 km...
horizontally and 1 km vertically. More importantly, the authors relocated using the master event method the early aftershocks (7–24 December) and defined an aftershock zone with the same dimensions as Balas-
sanian et al. (1995).

A.20. 1990/05/05 Potenza, Italy (no. 20)

Data from a local network were used in order to locate aftershocks for the period between 7 and 21 May with reported locations errors smaller than 3 km both horizontally and vertically. The downdip depth extent was estimated to be 10 km.

A.21. 1992/03/13 N. Turkey (no. 21)

Eyidogan and Akinci (1999) used data from a local network for the period between 4 and 8 April and located aftershocks with a horizontal error of less than 1 km and defined a zone with dimensions $L=40$ km, $W=13$ km. Fuenzalinda et al. (1997) also used local data and located aftershocks for a longer period of time (30 March to 22 April) without mentioning any formal location errors, but stating that the residuals of located events were smaller than 0.25 s. The dimensions of their aftershock zone were smaller than the one referred to previously ($L=30$ km, $W=8$ km).

A.22. 1992/10/12 Cairo, Egypt (no. 22)

Data recorded by a local network during the period from 13 October until 3 November were used in order to locate the aftershock sequence. Reported location errors were smaller than 2.3 km both horizontally and vertically.

A.23. 1992/11/18 W. Greece (no. 23)

Data recorded by a local network for the period between 22 November to 2 December were used to locate the aftershock sequence. Reported location errors were smaller than 3 km both horizontally and vertically.

A.24. 1993/07/14 Patra, Greece (no. 24)

This event occurred in the western part of the Corinth gulf very near the city of Patra, causing only minor damages. Karakostas et al. (1994) used local data for the period from 16 until 19 July to locate the aftershock sequence, reporting horizontal location errors smaller than 3 km and vertical location errors smaller than 2.5 km.

A.25. 1994/05/26 N. Morocco (no. 25)

Calvert et al. (1997) used regional data for a period of almost 1 year after the mainshock and located all aftershocks with a grid-search method, without mentioning any error assessment. The resulting aftershock zone had dimensions equal to $L=29$ km, $W=14.5$ km. El-Alami et al. (1998) used data recorded by a local network and located aftershocks for the period between 27 May until 10 June reporting location errors that did not exceed (horizontally and vertically) 2 km. The source dimensions stemming from their analysis are a length of $L=30$ km and a width $W=10$ km, while the downdip extent was of the order of 12 km.

A.26. 1995/05/13 Kozani, Greece (no. 26)

This event caused major damage to several towns and villages in northern Greece and therefore its aftershock sequence was closely monitored. Hatzfeld et al. (1997) analysed data from a local network for the period between 19 and 25 May and located aftershocks with a horizontal accuracy better than 1 km.

A.27. 1995/06/15 Aegio, Greece (no. 27)

The earthquake caused casualties and significant damages to the nearby town of Aegio. Tselentis et al. (1996) analysed data recorded by a local permanent network for the period from 15 June until 2 July and located aftershocks with reported horizontal/vertical location errors of the order of 3 km. The source dimensions of the aftershock zone are estimated to be $L=33$ km, $W=16$ km and downdip depth extent of 12 km. Bernard et al. (1997) also used local data for a smaller period (22–28 June) and located the aftershocks with an accuracy of 1 km both horizontally and vertically. The source dimensions of their aftershock zone are smaller ($L=27$ km, $W=11$ km) which could be attributed to the smaller location errors involved.
A.28. 1995/10/01 Dinar, Turkey (no. 28)

Oncel et al. (1998) used data recorded by a local network for the period starting 1 until 13 October and located the aftershocks for this event reporting small location errors. Pinar (1998) in his study of the source properties of this event, also presents a map of the aftershock sequence that consisted of events located using data from the regional network of the Kandilli Observatory for the period 1–4 October without specifying any location error estimates. Both studies give similar fault lengths (33–35 km) and widths (20–25 km), however we chose for our regression the estimates arising from the study of Oncel et al. (1998) as their results are likely to be more accurate.

A.29. 1995/11/22 Aqaba, Syria (no. 29)

Both Fattah et al. (1997) and Hofstetter et al. (2003) present maps of the aftershock activity using for their locations local and regional data respectively. Neither of them is specifying the location procedure, the analysis time window or any error estimate while their source dimension estimates are almost the same ($L=88$ km, $W=40$ km). On the contrary, Klinger et al. (1999) give a detailed analysis of the aftershock sequence using data from a regional network of stations in Israel, Syria and Jordan allowing a very good azimuthal coverage of the seismogenic structure. For the period between late November until December the dimensions of the aftershock zone are estimated to be $L=70$ km and $W=23$ km using events with an rms residual smaller than 0.5 s.

A.30. 1996/04/03 Irpinia, Italy (no. 30)

The phase data come from both local and regional stations in Italy for a period between 3 April until 30 June and formal location errors smaller than 1 km horizontally and around 1 km vertically (Cocco et al., 1999).

A.31. 1997/09/26 Umbria, Italy (no. 31)

The aftershock sequence of this event has been studied by several authors that have used both local and regional data and different time windows for their analysis. Amato et al. (1998) analysed local data for a period from 26 September until 31 December and reported location errors that did not exceed 1 km both horizontally and vertically. The aftershock area dimensions stemming from their results are $L=39$ km, $W=14$ km, however they acknowledge that the seismogenic fault length inferred from the seismic moment is in the range of 25–30 km. A second study by Cattaneo et al. (2000) based on local and regional travel times, gives somewhat smaller aftershock area dimensions ($L=34$ km, $W=12$ km) for the period between 26 September and 3 October with location errors smaller than 0.5 km. Finally, Deschamps et al. (2000) used local phase data in the time interval 26–30 September to locate aftershocks with a horizontal accuracy better than 0.7 km and a vertical equal to 1.5 km. The aftershock area dimensions derived from their results are smaller than the ones given previously ($L=25$ km, $W=11$ km). One reason for this difference may be a significant aftershock area expansion that may have biased the previous estimates towards larger values, thus we chose to include in our regressions the latter ones. All the studies mentioned above consistently give a downdip depth extent of 9 km for the located aftershocks.

A.32. 1998/06/27 Adana, Turkey (no. 32)

Local network data were used in order to locate the aftershock sequence for the period from 27 June until 4 July employing a minimum 1D velocity model derived for that area. Reported errors are smaller than 5 km vertically (Aktar et al., 2000).

A.33. 1999/08/17 Izmit, Turkey (no. 33)

The source properties and aftershock sequence of this disastrous event have been studied by different research groups in great detail using mostly local data. Three of the studies cited in Table 2 (Polat et al., 2002; Ozalaybay et al., 2002; Ito et al., 2002) have located the early aftershocks of this event (17–24 August) using minimum 1D or even 3D velocity models with formal errors smaller than 1 km horizontally and 2.5 km vertically. The source dimensions derived from these results were found to be very similar ($L=155$ km, $W=20$ km). On the other hand, Gülten et al. (2002) considered a much larger time period (17 August until 12 December) and
located aftershocks reporting formal errors smaller than 3 km both horizontally and vertically. The estimated dimensions of the aftershock zone are far larger than the ones mentioned above, with \( L = 222 \) km, \( W = 55 \) km indicating a significant expansion of the aftershock area.

A.34. 1999/09/07 Athens, Greece (no. 34)

This event occurred very near the centre of Athens and despite its moderate magnitude it caused numerous damages and casualties. Early aftershocks (7–10 September) located using local and regional stations reveal a seismogenic structure with dimensions \( L = 25 \) km, \( W = 14 \) km (Papadopoulos et al., 2001). Papadimitriou et al. (2002) used local data for a longer period (September to December 1999) and located aftershocks reporting formal errors smaller than 1 km both horizontally and vertically, while their source dimensions were close to those referred to above. Tselentis and Zahradnik (2000) also used local data and located aftershocks for the period 13–25 September without specifying any formal location errors. The dimensions estimates derived from their work are, however somewhat different from the ones mentioned earlier (\( L = 20 \) km, \( W = 16 \) km).

A.35. 1999/11/12 Düzce, Turkey (no. 35)

Data from local network stations were used to locate the aftershock sequence of this event for the period from 12 November until 31 March reporting horizontal and vertical errors smaller than 3 km.

A.36. 2001/07/26 C. Aegean Sea (no. 36)

Papadopoulos et al. (2002) present a map of the aftershock activity from 26 July until 14 August, using the routine locations determined by the Institute of Geodynamics of the National Observatory of Athens. The dimensions of this aftershock zone are quite large for an event of this magnitude (\( L = 40 \) km, \( W = 23 \) km) and probably are the result of aftershock area expansion and/or mislocation of the smaller events. Roumelioti et al. (2003) relocated these events using the same travel times by employing the double-difference method and lowered the formal (horizontal and vertical) location error to 1 km. The aftershock area during the first 24 h after the mainshock had thus much smaller dimensions (\( L = 27 \) km, \( W = 14 \) km).
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